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A B S T R A C T

Biomedical imaging is vital for the diagnosis and treatment of various medical conditions, yet the effective
integration of deep learning technologies into this field presents challenges. Traditional methods often struggle
to efficiently capture the spatial characteristics and intricate structural features of 3D volumetric medical
images, limiting memory utilization and model adaptability. To address this, we introduce a Linked Memory
Token Turing Machine (LMTTM), which utilizes external linked memory to efficiently process spatial dependen-
cies and structural complexities within 3D volumetric medical images, aiding in accurate diagnoses. LMTTM
can efficiently record the features of 3D volumetric medical images in an external linked memory module,
enhancing complex image classification through improved feature accumulation and reasoning capabilities.
Our experiments on six 3D volumetric medical image datasets from the MedMNIST v2 demonstrate that
our proposed LMTTM model achieves average ACC of 82.4%, attaining state-of-the-art (SOTA) performance.
Moreover, ablation studies confirmed that the Linked Memory outperforms its predecessor, TTM’s original
Memory, by up to 5.7%, highlighting LMTTM’s effectiveness in 3D volumetric medical image classification
and its potential to assist healthcare professionals in diagnosis and treatment planning. The code is released
at https://github.com/hongkai-wei/LMTTM-VMI.
1. Introduction

Biomedical imaging is essential in contemporary medical diagnos-
tics and disease management, with computed tomography (CT), ra-
diography, and other modalities providing vital information for early
detection of conditions such as tumors, clots, and fractures [1,2]. How-
ever, interpreting these images requires substantial medical expertise
and poses challenges in time and resource management.

Despite advances in deep learning, which have led to significant
strides in understanding and recognition of medical images, such as
using 3DCNN to recognize Melanoma [3], using attention-based 3D
multi-instance learning to detect COVID-19 [4], the integration of these
deep learning technologies with biomedical imaging has still faced
some obstacles.

Models such as Recurrent Neural Networks (RNN), Long Short-
Term Memory (LSTM), and Transformer [5] can be used to deal with
spatial–temporal feature tasks, such as in 3D volumetric medical image
task. However, there are also other types of neural networks, such
as those that interact with external memory. Examples include the
Neural Turing Machine (NTM) [6] and the Token Turing Machine
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(TTM) [7]. In these models, the memory module records the informa-
tion the model needs to handle sequential data. This is very helpful
for the model when making inferences. The memory module records
the information of all the past moments, and the model extracts the
valid information from the past information by interacting with the
memory module. Thus, it has better generalization and can handle more
complex spatial–temporal data. Furthermore, the collaborative memory
network (CMN) [8] is a neural network designed to process spatial–
temporal data. It captures and exploits spatial and structural features
within sequences through a collaborative memory mechanism, which
results in better generalization and more efficient model performance.

To address these challenges, we introduce the Linked Memory To-
ken Turing Machine (LMTTM), a novel approach that takes advantage
of both TTM [7] and CMN [8]. By incorporating the core concepts of
TTM with the collaborative memory mechanisms of CMN, LMTTM is
designed to efficiently process and record spatial and structural features
of 3D volumetric medical images in an external linked memory module.
This architecture not only facilitates enhanced feature accumulation
but also improves the network’s reasoning capabilities for complex
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Fig. 1. LMTTM benefits TTM and other models on a broad range of datasets in 3D
volumetric medical imaging tasks under the ACC metric.

image classifications. It with a significant performance boost on 3D
volumetric medical imaging tasks, as shown in Fig. 1. The contributions
of this paper can be summarized as follows:

• We introduce the Linked Memory Token Turing Machine
(LMTTM), a novel recursive memory network that leverages a
linked memory structure to efficiently manage the complexities
of 3D volumetric medical image classification, surpassing the
capabilities of earlier models.

• Our proposed model integrates the Tri-Temporal Memory Col-
laborative (T-TMC) and Memory-Augmented Feature Amplifier
(MAFA), dynamically adjusting linked memory to enhance pro-
cessing of spatial structural dependencies and boost feature accu-
mulation and reasoning capabilities.

• Through comprehensive evaluations on the MedMNIST v2
datasets [9], we demonstrate that LMTTM outperforms both state-
of-the-art (SOTA) models and its predecessor, TTM, in terms of
accuracy and efficiency. This success lays the groundwork for
future expansions of LMTTM into various AI domains, potentially
leading to a unified memory approach for handling diverse data
types across different fields.

2. Related works

Our review of related work in three parts highlights the evolution
of deep learning and memory mechanisms in neural networks, from
Recurrent Neural Networks (RNNs) to Neural Turing Machine (NTM)
and Token Turing Machine (TTM), culminating in Linked Memory
Token Turing Machine (LMTTM).

2.1. 3D volumetric medical image analysis

2D medical images offer clear, static views for diagnosis [10]. Ren
et al. proposed LCGANT [11], which aids in early detection of lung
cancer. Xu et al. introduced G2ViT [12], excelling in retinal vessel seg-
mentation. However, 3D volumetric medical imaging provides richer
spatial and structural information, significantly enhancing diagnostic
and treatment capabilities, and is indispensable for addressing complex
medical challenges.

Medical imaging techniques like Computed Tomography (CT) and
Magnetic Resonance Angiography (MRA) offer comprehensive views
for diagnosing complex conditions such as tumors and Medical imaging
techniques like Computed Tomography (CT) and Magnetic Resonance
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Angiography (MRA) offer comprehensive views for diagnosing complex
conditions such as tumors and cardiovascular diseases [13]. 3DCNN
detects microhemorrhages in MRA [14], and geometric deep learn-
ing enables causal analysis and personalized prediction of 3D brain
structures [15]. Additionally, Shaker et al. developed UNETR++ [16]
for superior segmentation of 3D volumetric medical images. Yu et al.
introduced DrasCLR [17], which excels in extracting nuanced features
from 3D volumetric medical images to bolster downstream classifica-
tion tasks. Wu et al. proposed VoCo [18], demonstrating its proficiency
in a spectrum of 3D volumetric medical image classification tasks.
Dritsas et al. presented a network [19] that stands out in classifying
3D volumetric medical images of ear canals, underscoring the impact
of advanced deep learning in 3D volumetric medical imaging.

The integration of deep learning with 3D volumetric medical imag-
ing has ushered in significant enhancements across diagnostic preci-
sion, therapeutic efficacy, and surgical precision [20]. This synergy
enables the detailed mapping of a broad spectrum of pathologies
and anatomical variations [21], leading to improved patient outcomes
through accurate diagnoses and tailored treatment plans.

2.2. Neural network with memory

Since RNNs and Long Short-Term Memory (LSTM) [22–24] were
applied to neural networks for medical image analysis, the memory
mechanisms have seen a significant evolution. These models use cyclic
structures to capture spatial–temporal dependencies, which are vital for
tasks such as image segmentation and diagnosis. The Neural Turing
Machine (NTM) [6] introduced a significant improvement by incor-
porating external memory. This concept has since been adopted by
other models [25,26] to enhance their capabilities in the medical image
analysis domain.

NTM is highly respected for its innovations in sequential data pro-
cessing and storage. It especially excels in natural language processing
(NLP). However, there are limitations in the application of NTM to
computer vision (CV). The Token Turing Machine (TTM) [7] success-
fully overcomes the shortcomings of NTM by combining the external
memory capability of NTM with the efficiency of the transformer ar-
chitecture and applying the Token Summarization Mechanism [27,28]
to efficiently read, write and process video frame information. There
are some similar Token Summarization mechanisms [29–33]. TTM has
proven effective for the classification of 3D volumetric medical images,
such as CT and MRA, by capturing intricate spatial and structural
features. However, its single-memory structure struggles with large
datasets. Our study aims to address these limitations, based on the
successes of TTM.

2.3. Collaborative memory networks

Collaborative Memory Network (CMN) [8] are adept at process-
ing sequence data and memory tasks, capturing spatial–temporal de-
pendencies through synergies of memory units [34]. CMNs dynam-
ically capture user-project relationships through multiple hops [35],
refining the collective neighborhood state with an attention mecha-
nism [36]. This involves iterative memory coprocessing. In each step,
the system queries both current and past memory to predict future
states [37]. Additionally, memory modules are stacked together to
form a deeper architecture, enabling complex feature recognition and
iterative optimization of memory partitions.

We have developed Linked Memory Token Turing Machine
(LMTTM) to overcome the limitations of traditional neural networks
like TTM in complex sequence processing and to leverage CMN’s collab-
orative memory enhancements. LMTTM’s linked memory structure with
efficient token summarization tackles large-scale dataset challenges and
complex tasks, excelling in 3D volumetric medical image classification
and demonstrating potential in various domains.
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Fig. 2. Schematics of the Linked Memory Token Turing Machine (LMTTM). On the left, the network’s processing at timestamp 𝑡 is depicted, where the current memory block 𝐌𝑡

and its adjacent blocks 𝐌𝑡−1 and 𝐌𝑡+1 are synergistically processed by the Tri-Temporal Memory Collaborative (T-TMC) module, which we will refer to as Simplified Memory.
Simplified memory, along with preprocessed input tokens, is read through the Read module, and the extracted information is then refined into more efficient output tokens by the
Memory-Augmented Feature Amplifier (MAFA) for image classification. The simplified Memory, input tokens, and output tokens are then written in the subsequent Memory block
𝐌𝑡+1 via the Write module, completing the LMTTM cycle for the timestamp 𝑡 and facilitating a linked cyclic update of the memory content. At timestamp 𝑡 + 1, the processing is
shown on the right side of the schematics. The input tokens for this timestamp, 𝐈𝑡+1, interact with the Linked Memory blocks. The T-TMC module dynamically adjusts these blocks
to include the current memory block 𝐌𝑡+1, the preceding memory block 𝐌𝑡, and the future memory block 𝐌𝑡+2. This dynamic adjustment aligns with the chain-like characteristic
of the Linked Memory, catering to the present, past, and future memory at timestamp 𝑡+ 1. Consequently, the Read module can extract pertinent information, which is then refined
by the MAFA for the classification task specific to timestamp 𝑡 + 1.
Fig. 3. Illustration of different memory. (a) is the memory structure of TTM, where the
entire memory block is iteratively updated during the interaction. (b) is the memory
structure of our LMTTM, which can be viewed as a chain of 𝑘 memory units linked
together, and is iteratively updated one memory unit at a time during the interaction.

3. Methodology

Linked Memory Token Turing Machine (LMTTM) aims to provide an
innovative upgrade to the Token Turing Machine (TTM) architecture
in order to realize a robust new approach to classify 3D volumetric
medical images. As shown in Fig. 2, the core innovation of LMTTM is
the transformation of otherwise sequential memory blocks into linked
memory blocks. In timestamp 𝑡, the memory 𝐌𝑡−1,𝐌𝑡,𝐌𝑡+1 ∈ R𝑚×𝑑

consists of multiple sets of 𝑚 tokens of dimension 𝑑. In LMTTM, the
interaction between the processing unit and the memory is performed
entirely through read and write operations. Unlike TTM, memory read
operations do not involve the entire memory block but rather blocks
of memory for the past, current, and future moments. The result of
the read operation is then passed to the Memory-Augmented Feature
Amplifier (MAFA). The output of the MAFA is then written in future
memory blocks.

In LMTTM, the input of the timestamp 𝐈𝑡 ∈ R𝑛×𝑑 interacts with
the memory 𝐌𝑡−1 of the past time, the memory 𝐌𝑡 of the current
time and the memory 𝐌𝑡+1 of the future time, to retrieve the relevant
tokens. These tokens are then further processed to produce the output
𝐎𝑡 ∈ R𝑟×𝑑 . The output of the current step is then merged with the
previous input, the memory of the past moments, the memory of the
3 
current moments, and the memory of the future moments, from which
the relevant tokens are retrieved and written in the memory of the
future moment 𝐌𝑡+1, in preparation for the next timestamp 𝑡 + 1. To
fulfill the need for prediction at each timestamp in many sequential
decision-making tasks, LMTTM includes a linear output header at each
timestamp.

3.1. Linked memory structure

As shown in Fig. 3(a), compared to the single contiguous mem-
ory structure used in TTM, LMTTM introduces an innovative memory
chunking mechanism. As shown in Fig. 3(b), this mechanism further
demonstrates this mechanism, in which the originally continuous mem-
ory space 𝐌 ∈ R𝑘×𝑑 is divided into multiple blocks, each of which
contains m tokens of dimension d. The blocks in this context are not
standalone elements but rather interconnected sequentially to create a
looped memory structure. This particular design enables the model to
access and update tokens continuously and cyclically while processing
information. As a result, the efficiency and flexibility of the model in
handling spatial–temporal data are improved.

3.2. Tri-temporal memory collaborative

Tri-Temporal Memory Collaborative (T-TMC) in LM-TTM is cru-
cial to extract memory blocks from linked memories. It combines the
memory block 𝐌𝑡−1 for the past moment, 𝐌𝑡 for the current moment,
and 𝐌𝑡+1 for the future moment to form a coherent representation.
This integration is critical for subsequent I/O operations, as it provides
the necessary contextual information that allows the model to make
more precise and in-depth decisions when processing spatial–temporal
data. This process allows the model to simultaneously use cumulative
knowledge of historical data, immediate information about current
data, and predictions of future trends.

T-TMC enhances the model’s grasp of time-series spatial–temporal
dependencies and its adaptability to new data. During reads, the model
uses this integrated memory to extract pertinent information, vital for
accurate classification and prediction in 3D volumetric medical image
analysis.
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Fig. 4. Illustration of different Reads. (a) is the entire block of memory that will be read by the TTM. (b) is the coordinated read operation for the current moment 𝑡, the past
moment 𝑡 − 1 and the future moment 𝑡 + 1.
3.3. Token summarization

Suppose that we are dealing with a sequence of tokens 𝐕 ∈ R𝑛×𝑑 ,
where 𝑛 is the number of tokens and 𝑑 is the dimensionality of the
tokens. The core task of Token Summarization is to compress these
tokens into a smaller set 𝐙 ∈ R𝑘×𝑑 , where 𝑘 is the number of tokens
we wish to obtain, usually 𝑘 ≪ 𝑛. Our approach is similar to the Token
Summarization mechanism in the TTM, but on top of the TTM, we
add [29], a design choice motivated by the simplicity, full differen-
tiability, and excellent performance achieved by the STTS approach in
several domains. By incorporating STTS, our model is able to efficiently
capture key information in both spatial and temporal dimensions when
processing data, leading to efficient aggregation and summarization of
tokens.

In the LMTTM token summarization module, one-dimensional con-
volutional techniques are utilized to dynamically fuse token informa-
tion into linked memory. First, the input data 𝐈 is normalized to obtain
𝐈′. The attention weight matrix 𝐀 is calculated by one-dimensional
convolution and the GELU activation function, and then converted to
the weight matrix 𝐖. To ensure that the sum of the weights is 1, the
Softmax function is applied to obtain the normalized weight matrix 𝐖′.
The input data 𝐈 are passed through a token convolution layer to extract
tokens and form a token matrix 𝐅. Finally, the normalized weight tensor
of attention 𝐖′ is multiplied by the token matrix 𝐅, and weighted
aggregation is achieved by Einsum operation to obtain the labeled
aggregate representation 𝐙. This formula realizes the summation over
the index 𝑘 through the Einsum operation, that is, as follows:

𝐙𝑖𝑗 =
𝑛
∑

𝑘=1
𝐖′

𝑖𝑗𝐅𝑘𝑗 , (1)

where, 𝑛 is the dimension of the tensor, which bounds the upper limit of
the summation. In this way, we are able to combine the weights of the
attention mechanism with the elements of the token matrix to obtain a
new representation of each token.

This method merges attention weights with token elements to form
a novel representation for each token. The aggregated result, denoted
as 𝐙, enhances the model’s generalization ability by using the dropout
layer, while the LMTTM refines the token representation by effectively
extracting crucial information through these processes. The algorithm
of Token Summarization is shown in Algorithm 1.

3.4. Feature amplification and adaptive I/O

LMTTM efficiently extracts information from memory through the
Memory-Augmented Feature Amplifier (MAFA), while the adaptive
I/O mechanism ensures accurate read and write of information. This
process not only optimizes the extraction and storage of information,
but also significantly improves the accuracy and efficiency of the
model in processing 3D volumetric medical image classification tasks
by dynamically adjusting the I/O operations.
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Algorithm 1: Token Summarization
Input: Input token sequence 𝐈
Output: Compressed token sequence 𝐙
Initialization:
Normalize input tokens: 𝐈′ = Normalize(𝐈)
Procedure: # Perform token summarization
1. Compute attention weights: 𝐀 = GELU(Conv1D(𝐈′))
# Apply 1D convolution and GELU activation to obtain
attention matrix 𝐀

2. Normalize attention weights: 𝐖′ = Softmax(𝐀)
# Apply Softmax along the token dimension to ensure
normalized attention weights 𝐖′

3. Extract token features: 𝐅 = Conv1D(𝐈)
# Extract token features through a token convolution layer to
form token matrix 𝐅

4. Compute weighted aggregation: 𝐙 = Einsum(𝐖′,𝐅)
# Perform weighted aggregation of tokens using the Einsum
operation:

𝐙𝑖𝑗 =
𝑛
∑

𝑘=1
𝐖′

𝑖𝑗𝐅𝑘𝑗

# Aggregate information from 𝑛 input tokens into 𝑘 compressed
tokens
Output: Compressed token sequence 𝐙

3.4.1. Read from linked memory
TTM employs a cohesive approach to read memory inputs. It han-

dles and merges inputs and outputs independently, providing it with
unique benefits over neural Turing machines (NTMs) in managing con-
tinuous data. Similarly, our LMTTM adopts this unified memory input
reading approach. However, in contrast to TTM, LMTTM integrates the
idea of dynamic memory coprocessing. It segments a large memory
block into smaller sections and concentrates on the past, present, and
future instances of these smaller sections.

As shown in Fig. 4(a), TTM connects the memory 𝐌 consisting of
𝑘 tokens to the input stream 𝐈𝑡 consisting of 𝑛 tokens and summarizes
these tokens into a smaller subset of 𝑟 tokens. LMTTM, on the other
hand, as shown in Fig. 4 (b), divides memory 𝐌 into small blocks, each
containing 𝑚 tokens, and focuses on processing memory blocks 𝐌𝑡−1 in
past moments, 𝐌𝑡 in current moments, and 𝐌𝑡+1 in future moments.
Thus, our read operator is defined as:

𝐙𝑡−1 = Read(𝐌𝑡−1, 𝐈𝑡) = 𝑆𝑟([𝐌𝑡−1
||𝐗𝑡]), (2)

𝐙𝑡 = Read(𝐌𝑡, 𝐈𝑡) = 𝑆𝑟([𝐌𝑡
||𝐗𝑡]), (3)
𝐙𝑡+1 = Read(𝐌𝑡+1, 𝐈𝑡) = 𝑆𝑟([𝐌𝑡+1
||𝐗𝑡]), (4)
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Fig. 5. Illustration of different Writes. (a) is the entire block of memories from the current moment in TTM being written to the next moment in the entire block. (b) is the entire
block of tri-temporal memories from the current moment 𝑡, the past moment 𝑡− 1, and the future moment 𝑡+ 1 being synergized and written to the future moment 𝑡+ 1 in LMTTM.
𝐏𝑡 = [𝐙𝑡−1
‖𝐙𝑡

‖𝐙𝑡+1], (5)

where, [𝐌𝑡
||𝐗𝑡] denotes the concatenation of these two matrices. The

𝐏𝑡 is obtained by performing read operations on the memory blocks
of each of the three tensors and then concatenating the read results
𝐙𝑡−1, 𝐙𝑡 and 𝐙𝑡+1 to obtain 𝐏𝑡. This process is essentially a mapping of
R3(𝑚+𝑛)×𝑑 → R3𝑟×𝑑 . Thus, the read operator not only filters the input
and the information in memory but also dynamically combines the
information from the three important moments of the past, present, and
future, which are subsequently passed on to the subsequent processing
units. In particular, by reducing the number of tokens passed to the
processing modules, we significantly reduce the computational cost of
this phase.

Furthermore, we integrate a trainable localization embedding in
each read module, enabling the token summarization module to per-
form content-based memory addressing, i.e., ‘‘content-based reading’’
in NTMs. This mechanism combines the location and content infor-
mation of tokens, improving the accuracy of the model in recognizing
information in memory without changing the original process.

3.4.2. Memory-augmented feature amplifier (MAFA)
In the LMTTM architecture, the processing unit is designed as

𝐎𝑡 = MAFA(𝐏𝑡), which receives the tokens 3𝑟 obtained from the
read operation 𝐏𝑡 and processes them. The MAFA outputs a set of
vectors 𝐎𝑡 containing the 3𝑟 tokens, which are used in subsequent write
operations and in generating predictions in the 3D volumetric medical
image classification task. For tasks that require predictions at each
timestamp, we introduce a fully connected layer after 𝐎𝑡 to enhance
the classification capability of the model, which is implemented as
𝐘𝑡 = Classifier(𝐎𝑡) = 𝐖𝑜𝐎𝑡, where 𝐖𝑜 is the weight matrix of the fully
connected layer used to map 𝐎𝑡 to the input space of the classifier. This
produces the final classification prediction.

Through our experiments, we determined that the network model
achieved optimal performance with the standard Transformer serving
as the Memory-Augmented Feature Amplifier (MAFA). We also inves-
tigated other architectures, including MLP and MLPMixer, as potential
alternatives for the MAFA meta. Consequently, our model is capable of
effectively learning the characteristics of 3D volumetric medical images
and making highly accurate predictions in classification tasks.

3.4.3. Write to linked memory
Similar to our read operation, our write operation is designed as

a token summarization process that is both simple and efficient. As
illustrated in Fig. 5(a), the TTM write mechanism ensures that the
information in memory 𝐌𝑡 is preserved by enabling token reselection.
The token updates in memory are performed by choosing tokens from
𝐎𝑡 and 𝐈𝑡 of the processing module. However, TTM memory operation is
considered to be too time consuming and space consuming. Conversely,
LMTTM (depicted in Fig. 5(b)) uses only the memory blocks of the past,
present, and future tenses to update tokens during writing. It writes
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the updated tokens solely to the future memory block, making better
use of future information. This method greatly improves efficiency and
reduces time and space costs, surpassing TTM in accuracy.

Therefore, the process of our write operation can be expressed
as the selection of m tokens, which represents the size of the future
memory block. These tokens are chosen from a combination of tri-
temporal memory blocks, input tokens, and output tokens using Token
Summarization, which is denoted as:
𝐌𝑡+1 = Write(𝐌𝑡−1,𝐌𝑡,𝐌𝑡+1, 𝐈𝑡,𝐎𝑡)

= 𝑆𝑛([𝐌𝑡−1
‖𝐌𝑡

‖𝐌𝑡+1
‖𝐈𝑡‖|𝐎𝑡]),

(6)

Like the read operation, write operation also incorporates a positional
(+content) writing mechanism, which can be seen as a mapping func-
tion of R(3𝑚+𝑛+3𝑟)×𝑑 → R𝑚×𝑑 . Subsequently, 𝐌𝑡+1 is sent to the next
round of memory in the LMTTM, forming a self-looping pattern. The
algorithm of LMTTM Main Function is shown in Algorithm 2.

3.5. Loss function

In the LMTTM, after MAFA processes the tokens, the output 𝐎𝑡 is
utilized for generating predictions in the 3D volumetric medical image

Algorithm 2: LMTTM Main Function
Input: Input token 𝐈𝑡, Memory 𝐌
Output: Classifier Vector 𝐘𝑡, Updated memory 𝐌′

Procedure:
1. 𝐎list = [ ] # Initialize an empty list
2. for 𝑡 = 1 to 𝑇 do

Read Operation:
(𝐌𝑡−1,𝐌𝑡,𝐌𝑡+1) = T-TMC(𝐌)
𝐏𝑡 = Read(𝐌𝑡−1,𝐌𝑡,𝐌𝑡+1, 𝐈𝑡)
# Read past, current, and future memory blocks
Processing:
# Process memory blocks and input tokens
𝐎𝑡 = MAFA(𝐏𝑡)
Write Operation:
𝐌𝑡+1 = Write(𝐌𝑡−1,𝐌𝑡,𝐌𝑡+1, 𝐈𝑡,𝐎𝑡)
𝐌′ ← (⋅ ⋅ ⋅,𝐌𝑡+1, ⋅ ⋅ ⋅)
# Write updated portion to linked memory
Append the output tokens: 𝐎list.append(𝐎𝑡)

3. Combine outputs: 𝐎𝑠𝑡𝑎𝑐 𝑘 = stack(𝐎𝑙 𝑖𝑠𝑡,dim = 1)
# Stack outputs across time steps into a single tensor
4. Apply feature pooling:
𝐎𝑝𝑜𝑜𝑙 𝑒𝑑 = AdaptiveAvgPool1d(1)(𝐎𝑠𝑡𝑎𝑐 𝑘)

# Adaptive average pooling to aggregate features
5. Compute classification logits: 𝐘𝑡 = Classifier(𝐎𝑝𝑜𝑜𝑙 𝑒𝑑 )
Output: (𝐘𝑡,𝐌𝑡+1)



H. Wei et al. Computer Methods and Programs in Biomedicine 262 (2025) 108640 
Fig. 6. Visualization of 3D datasets in MedMNIST v2. MedMNIST v2 contains a collection of six pre-processed 3D volumetric medical image datasets. It is designed to be educational,
standardized, diverse, and lightweight and can be used as a general classification benchmark in 3D volumetric medical image analysis.
Table 1
MedMNIST v2 contains 6 biomedical 3D image datasets. (BC: binary classification task, MC: multiclassification task.).

Dataset name Data modality Task(#Classes) #Samples #Training/Validation/Test #Resolution

OrganMNIST3D Abdominal CT MC(11) 1743 972/161/610 - → 28 × 28 × 28
NoduleMNIST3D Chest CT BC(2) 1633 1,158/165/310 1MM×1MM×1MM → 28 × 28 × 28
AdrenalMNIST3D Shape from AbdominalCT BC(2) 1584 1,188/98/298 64M×64M×64M → 28 × 28 × 28
FractureMNIST3D Chest CT MC(3) 1370 1,027/103/240 64M×64M×64M → 28 × 28 × 28
VesselMNIST3D Shape from Brain MRA BC(2) 1909 1 335/192/382 - → 28 × 28 × 28
SynapseMNIST3D Electron Microscope BC(2) 1759 1,230/177/352 1024 × 1024 × 1024 → 28 × 28 × 28
classification task. To quantify the difference between the predicted
outputs and the true labels, we employ the Cross-Entropy Loss as our
loss function, which is an effective choice for multi-class classification
problems. It increases as the predicted probability diverges from the
actual label, providing a clear indication of the model’s accuracy. The
loss 𝑐 𝑙 𝑎𝑠𝑠 for a single sample is calculated as follows:

𝑐 𝑙 𝑎𝑠𝑠 = 𝐶 𝐸 = −
𝐶
∑

𝑐=1
𝑦𝑜𝑡 ,𝑐 log(𝑝𝑜𝑡 ,𝑐 ), (7)

where, 𝐶 is the number of classes, 𝑦𝑜𝑡 ,𝑐 is a binary indicator of whether
class c is the correct classification for observation 𝑜𝑡, and 𝑝𝑜,𝑐 is the
probability that observation 𝑜𝑡 is of class 𝑐 as predicted by the model.

Cross-Entropy Loss 𝐶 𝐸 helps our LMTTM classify 3D volumetric
medical images more accurately. It makes the model better by catching
mistakes and improving its guesses, which is important for diagnosing
diseases.

4. Experiments

4.1. Datasets

The MedMNIST v2 dataset [9] in Fig. 6 is a comprehensive collec-
tion of standardized biomedical images used by the Linked Memory
Token Turing Machine(LMTTM). It consists of six temporally charac-
terized 3D volumetric medical image datasets representing a variety of
medical imaging modalities such as computed tomography (CT), mag-
netic resonance angiography (MRA), and electron microscope. These
datasets are designed to be used for a variety of classification tasks, as
shown in Table 1.

OrganMNIST3D: This is an 11-class task for the classification of
human organs using 3D CT images from the Liver Tumor Segmenta-
tion Benchmark (LiTS) [38]. It uses bounding-box annotations from a
separate study [39] to label the organs.

NoduleMNIST3D: This is a dataset based on LIDC-IDRI 32 [40],
which belongs to the binary classification task in 3D images of chest
CT scans, determining whether a sample is a positive or negative tumor
class.

AdrenalMNIST3D: This is a dataset based on the binary classifica-
tion task of the normal adrenal gland or the adrenal mass, which is
based on 3D CT images.

FractureMNIST3D: This is derived from RibFrac [41], focusing on
3D CT images of rib fractures. It classifies rib fractures into three
distinct categories.
6 
VesselMNIST3D: This is based on the open access 3D intracra-
nial aneurysm dataset [42], belonging to the MRA images of blood
vessels in the brain in 3D, which is used to identify and categorize
cerebrovascular structures.

SynapseMNIST3D: This comprises electron microsco-py images for
distinguishing between excitatory and inhibitory brain synapses, utiliz-
ing a subvolume from MitoEM dataset [43] for dense 3D mitochondrial
instance segmentation.

4.2. Evaluation metric

Accuracy (ACC) and the area under the ROC curve (AUC) are
utilized for assessing the model performance on the MedMNIST v2
dataset. ACC indicates the percentage of accurately predicted samples
compared to the total number of samples during inference. Conversely,
AUC offers a more holistic evaluation of the model’s predictive prowess.
Normally, AUC values fall between 0.5 and 1, where scores below
0.5 suggest subpar inference performance, while values approaching 1
signify higher predictive ability.

The AUC and ACC metrics for various models, such as ResNets, auto-
sklearn, AutoKeras, and Token Turing Machine (TTM), were evaluated.
These metrics were then compared to the final performance metrics of
our LMTTM model across six 3D datasets obtained from MedMNIST v2.

4.3. Implementation details

We trained and evaluated our LMTTM model on six 3D volumetric
medical image datasets provided by MedMNISTv2. An official evalua-
tion tool was employed to benchmark the model’s performance against
current state-of-the-art (SOTA) models. To improve robustness, various
noises were introduced into the Memory module during the training
phase.

Initially, we evaluate the model’s training inference performance on
six datasets. Subsequently, we conduct ablation studies to examine the
impact of introducing various types of noise into the memory module
and altering the memory capacities on the inference outcomes. The
detailed experimental results will be discussed in the following section.

The experiments utilized six NVIDIA TITAN Xp GPUs, employing a
learning rate of 0.0001 and the Adam optimizer. Features were derived
from 3D volumetric medical images and processed in a sequence of 28
spatial–temporal frames. Read and write operations integrated current,
past, and future memories for each timestamp, and a classifier produced
the final fused outputs and predictions. The memory module was
dynamically updated during the read and write operations, with the
detailed procedure illustrated in Fig. 2.
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Table 2
Comparison of the performance of LMTTM and other models on six 3D datasets under the MedMNIST v2 dataset.

Methods # of params OrganMNIST3D NoduleMNIST3D FractureMNIST3D AdrenalMNIST3D VesselMNIST3D SynapseMNIST3D

AUC ACC AUC ACC AUC ACC AUC ACC AUC ACC AUC ACC

ResNet-18+2.5D[44] 11M 0.977 0.788 0.838 0.835 0.587 0.451 0.718 0.772 0.748 0.846 0.634 0.696
ResNet-18+3D[44] 33M 0.996 0.907 0.863 0.844 0.712 0.508 0.827 0.721 0.874 0.877 0.820 0.745
ResNet-18+ACS[44] 11M 0.994 0.900 0.873 0.847 0.714 0.497 0.839 0.754 0.930 0.928 0.705 0.722
ResNet-50+2.5D[44] 15M 0.974 0.769 0.835 0.848 0.552 0.397 0.732 0.763 0.751 0.877 0.669 0.735
ResNet-50+3D[44] 44M 0.994 0.883 0.875 0.847 0.725 0.494 0.828 0.745 0.907 0.918 0.851 0.795
ResNet-50+ACS[44] 15M 0.994 0.889 0.886 0.841 0.750 0.517 0.828 0.758 0.912 0.858 0.719 0.709
ACS-Conv [45] 11M 0.992 0.897 0.790 0.819 0.581 0.438 0.791 0.801 0.843 0.910 0.615 0.711
auto-sklearn[46] – 0.977 0.814 0.914 0.874 0.628 0.453 0.828 0.802 0.910 0.915 0.631 0.730
AutoKeras[47] – 0.979 0.804 0.844 0.834 0.642 0.458 0.804 0.705 0.773 0.894 0.538 0.724
FPVT [48] – 0.923 0.800 0.814 0.822 0.640 0.438 0.801 0.704 0.770 0.888 0.530 0.712
TTM[7] 21M 0.995 0.915 0.873 0.870 0.662 0.546 0.816 0.808 0.855 0.922 0.709 0.753
LMTTM(Ours) 21M 0.997 0.948 0.891 0.883 0.691 0.562 0.847 0.842 0.917 0.931 0.737 0.777
d
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Table 3
Average experiment results on six MedMNIST 3D datasets.

Methods Average

AUC ACC

ResNet-18 + 2.5D[44] 0.750 0.731
ResNet-18 +3D[44] 0.849 0.767
ResNet-18 + ACS[44] 0.843 0.775
ResNet-50 + 2.5D[44] 0.752 0.732
ResNet-50 +3D[44] 0.863 0.780
ResNet-50 + ACS[44] 0.848 0.762
ACS-Conv [45] 0.769 0.654
auto-sklearn[46] 0.815 0.765
AutoKeras[47] 0.763 0.737
FPVT [48] 0.746 0.623
TTM[7] 0.818 0.802
LMTTM(Ours) 0.847 0.824

4.4. Results

4.4.1. Results on each dataset
The comparative results of our proposed LMTTM method against

the current state-of-the-art (SOTA) methods on the AUC and ACC eval-
uation metrics for the MedMNIST3D dataset are presented in Table 2.
Compared to existing SOTA methods and the previous TTM, LMTTM
demonstrates superior learning performance on various evaluation met-
ics. Specifically, for the AdrenalMNIST3D dataset, we note a 4.0%
ncrease in ACC and a 0.8% increase in AUC; for the OrganMNIST3D

dataset, a 3.3% increase in ACC and a 0.1% increase in AUC; for the
FractureMNIST3D dataset, a 1.6% increase in ACC; for the NoduleM-

IST3D dataset, the ACC increased by 0.9%; and for the VesselM-
IST3D dataset, the ACC increased by 0.3%.

Our experiments on the MedMNIST3D dataset show that LMTTM
erforms well in 3D volumetric medical image classification. Specifi-
ally, LMTTM excels in the AdrenalMNIST3D, OrganMNIST3D, Frac-
ureMNIST3D, NoduleMNIST3D, and VesselMNIST3D datasets. It sur-
asses the state-of-the-art in ACC and AUC for the AdrenalMNIST3D
nd OrganMNIST3D datasets. LMTTM also shows strong performance
n ACC and AUC across the other datasets. Additionally, we will discuss
he robustness and memory capacity in the following sections. These
indings suggest that the proposed LMTTM design is not only effective
ut also demonstrates excellent generalization capabilities.

4.4.2. Average performance
As illustrated in Table 3, when comparing the average AUC and the

average ACC of our method against other methods in all datasets, our
MTTM model attains an average AUC of 84.7% and an average ACC of
2.4% in six different datasets. LMTTM notably surpasses all baseline
odels, including ResNets, AutoML methods, and its predecessor TTM

methods, in terms of average ACC, and also exceeds nearly all methods
n terms of average AUC. The outstanding performance of LMTTM in
oth the average AUC and the average ACC across multiple datasets
 o
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Table 4
Impact of epochs on model performance.

Epoch VesselMNIST3D AdrenalMNIST3D

AUC ACC AUC ACC

50 0.823 0.842 0.714 0.732
100 0.917 0.931 0.847 0.842
200 0.912 0.928 0.823 0.816

not only demonstrates its significant benefits in 3D volumetric medical
image classification tasks but also introduces a novel token-based cyclic
memory network architecture into the field.

Unlike other models, LMTTM’s main benefits are its linked memory,
ynamic Token Summarization method for reading and writing, and
ransformer processing layer. This novel approach is expected to drive
orward the development of 3D volumetric medical image classification
echnology and make a substantial contribution to medical diagnosis
nd related research.

4.5. Hyperparameter analysis

We also analyzed the impact of several hyperparameters on model
performance, including the training epoch, learning rate, and batch
size. A series of experiments were conducted to determine the optimal
hyperparameters for the task. All hyperparameter experiments were
based on a memory module size of 448 and a memory dimension of
448.

Training Epoch Selection. We evaluated the impact of epoch num-
ers on model performance, finding that excessive epochs lead to
verfitting, while too few lead to undertraining. Testing epoch values
f 50, 100, and 200, we identified 100 epochs as the optimal choice,
chieving a balance between training and generalization, as shown in

Table 4.
Learning Rate Sensitivity. The learning rate plays a crucial role

in model convergence. A high learning rate (0.0010) caused signifi-
cant loss fluctuations and failed to achieve optimal performance after
00 epochs. A moderate learning rate (0.0005) converged faster but
esulted in lower accuracy. In contrast, a low learning rate (0.0001)
chieved the best performance, balancing convergence stability and
ccuracy, as shown in Table 5.
Batch Size Dependency. The hyperparameter batch size also affects

odel performance. Larger batch sizes provide more stable gradient
stimates, while smaller ones introduce noise. Experiments with batch
izes of 16, 32, and 64 showed that a batch size of 32 achieved the best
erformance, followed by 64, as shown in Table 6.

Through basic hyperparameter experiments, the optimal settings for
subsequent experiments were determined: 100 epochs, a learning rate
f 0.0001, and a batch size of 32.
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Table 5
Learning rate effects on model performance.

LR VesselMNIST3D AdrenalMNIST3D

AUC ACC AUC ACC

0.0010 0.621 0.648 0.582 0.589
0.0005 0.849 0.853 0.768 0.752
0.0001 0.917 0.931 0.847 0.842

Table 6
Batch size influence on model performance.

Batch VesselMNIST3D AdrenalMNIST3D

AUC ACC AUC ACC

16 0.903 0.927 0.833 0.829
32 0.917 0.931 0.847 0.842
64 0.912 0.930 0.846 0.840

4.6. Ablation studies

4.6.1. Ablation study for linked memory robustness
To assess the robustness of the LMTTM memory module, we con-

ducted experiments on six subsets of the MedMNIST v2 dataset. We
introduced noise with various distributions into the memory module,
such as uniform, Laplace, normal, exponential, gamma, and Poisson
distributions, to mimic the variations that may occur in actual medical
images, as illustrated in Table 7.

By evaluating the precision before and after the introduction of
noise, we discovered that in certain instances, such as with the Nod-
uleMNIST3D and AdrenalMNIST3D datasets, the inclusion of specific
noise types (e.g., Laplace and Poisson distributions) enhanced model ac-
curacy by 2.9% and 2.0%, respectively. For other datasets like VesselM-
NIST3D and FractureMNIST3D, Exponentially distributed and Poisson-
distributed noises also led to accuracy increases of 1.7% and 2.1%.
These findings indicate that LMTTM can effectively handle noise and
even leverage it to improve learning in some scenarios.

Ensuring the stability of LMTTM in noisy settings is essential for
edical applications, as medical image data often include noise. Our

research not only verifies the potential of LMTTM for 3D volumetric
medical image classification but also shows its effectiveness in handling
complex data environments.

4.6.2. Ablation study for linked memory capacity
We conducted ablation studies on Linked Memory Capacity using

he AdrenalMNIST3D and VesselMNIST3D datasets. The capacity size of
he Linked Memory module within the LMTTM framework was adjusted
nd the model was re-trained to evaluate its importance. Furthermore,
e carried out experiments on the TTM to showcase the Memory
odule’s effectiveness. The results of these experiments are presented

n Table 8.
The results indicate that the model with LMTTM as the backbone

consistently outperforms the model with TTM as the backbone in terms
f ACC metrics, given the same memory capacity. As illustrated in

Table 9, on the VesselMNIST3D dataset, with a dimension of 352 and a
memory size of 64, the ACC of LMTTM is about 1.60% higher than that
of TTM. When the memory size is 160, the ACC of LMTTM is approx-
mately 1.22% higher than TTM. Similarly, on the AdrenalMNIST3D
ataset, with a dimension of 256 and a memory size of 64, the ACC of
MTTM exceeds that of TTM by around 1.15%. When the memory size
s 256, the ACC of LMTTM is higher than TTM by about 1.51%.

The results indicate that, for both TTM and LMTTM, an increase in
memory capacity leads to improved model performance on the dataset.
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5. Discussion & conclusion

Discussion of Limitations. Although the LMTTM presents a robust
ramework for 3D volumetric medical image classification, it is not
ithout limitations:

• Linked Memory Flexibility: The linked memory in LMTTM,
though innovative, does not yet match the functional adaptabil-
ity of the human brain, particularly when dealing with vary-
ing dataset sizes and complexities. This restricts the model’s
scalability and adaptability.

• Domain Diversity: LMTTM’s development and validation have
been largely confined to the medical imaging domain. Its adapt-
ability to other domains and data types remains unexplored,
which limits its versatility and broader applicability.

• Broader Generalization: With performance primarily assessed
on the MedMNIST v2 dataset, LMTTM’s ability to generalize
across different datasets and real-world applications is yet to be
fully established.

Challenges and Future Work. To overcome these limitations, our
future research will focus on:

• Human Brain-Inspired Memory Enhancements: We aim to
develop memory architectures that emulate the human brain’s
functional segmentation, allowing for more efficient and adaptive
processing of large and complex datasets.

• Cross-Domain Model Applicability:We plan to extend LMTTM’s
application beyond medical imaging, targeting a unified memory
capable of handling diverse data types across various domains,
thus enhancing its versatility and applicability.

• Comprehensive Performance Validation: We will conduct ex-
tensive experiments on additional datasets and in different do-
mains to provide a comprehensive evaluation of LMTTM’s perfor-
mance and to uncover any domain-specific challenges.

To address the limitations and align with our future work, we plan
to upgrade the LMTTM’s memory architecture by initially drawing
inspiration from the differentiable neural computer [49] and then emu-
lating the human brain’s 52 distinct regions to enhance its adaptability.
We aim to integrate this enhanced model within various medical imag-
ing domains before expanding its application across different sectors,
to demonstrate its versatility and effectiveness.

Conclusion. This study introduces the Linked Memory Token Turing
Machine (LMTTM), a novel approach to 3D volumetric medical image
classification that surpasses its predecessor, TTM, and current state-
of-the-art (SOTA) models. Our experiments demonstrate that LMTTM
chieves average ACC of 82.4%, highlighting its effectiveness in accu-
ately classifying complex medical images. While LMTTM has shown

impressive results, we recognize its limitations and are actively plan-
ing future enhancements to refine the model further and expand its

applications in medical diagnostics and artificial intelligence.
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Table 7
The result of mixing different types of noise in the memory module.

OrganMNIST3D NoduleMNIST3D FractureMNIST3D AdrenalMNIST3D VesselMNIST3D SynapseMNIST3D

Noise ACC Noise ACC Noise ACC Noise ACC Noise ACC Noise ACC

None 0.926 None 0.818 None 0.469 None 0.790 None 0.901 None 0.741
Uniform 0.907 Uniform 0.803 Uniform 0.438 Uniform 0.795 Uniform 0.904 Uniform 0.725
Laplace 0.911 Laplace 0.842 Laplace 0.434 Laplace 0.767 Laplace 0.908 Laplace 0.713
Normal 0.917 Normal 0.823 Normal 0.473 Normal 0.787 Normal 0.897 Normal 0.726
Exp 0.920 Exp 0.818 Exp 0.479 Exp 0.789 Exp 0.916 Exp 0.713
Gamma 0.925 Gamma 0.830 Gamma 0.467 Gamma 0.783 Gamma 0.906 Gamma 0.714
Poisson 0.931 Poisson 0.828 Poisson 0.479 Poisson 0.806 Poisson 0.904 Poisson 0.726
Table 8
Results of ablation experiments on two datasets. In each column of the specified DIM, the TTM inference accuracy is shown on the left and our LMTTM is shown on the right.

AdrenalMNIST3D VesselMNIST3D

Memory Dim = 64 Dim = 160 Dim = 256 Dim = 352 Memory Dim = 64 Dim = 160 Dim = 256 Dim = 352

TTM Ours TTM Ours TTM Ours TTM Ours TTM Ours TTM Ours TTM Ours TTM Ours

64 0.771 0.775 0.779 0.783 0.788 0.796 0.792 0.800 64 0.875 0.886 0.878 0.889 0.881 0.894 0.900 0.906
160 0.775 0.779 0.783 0.792 0.792 0.804 0.796 0.808 160 0.883 0.889 0.886 0.892 0.889 0.900 0.903 0.917
256 0.783 0.792 0.788 0.796 0.796 0.808 0.800 0.812 256 0.894 0.897 0.897 0.900 0.903 0.903 0.906 0.919
352 0.788 0.800 0.792 0.804 0.804 0.812 0.808 0.817 352 0.903 0.917 0.908 0.919 0.917 0.922 0.919 0.925
Table 9
Variation of ACC with memory when DIM is specified on different datasets. Left side is dim specified as 352 on VesselMNIST3D, right side is
dim specified as 256 on AdrenalMNIST3D.

VesselMNIST3D (Dim=352) AdrenalMNIST3D (Dim=256)

Memory TTM LMTTM(Ours) Memory TTM LMTTM(Ours)

64 0.903 0.917(1.60% ↑) 64 0.783 0.792(1.15% ↑)
160 0.908 0.919(1.22% ↑) 160 0.788 0.796(1.02% ↑)
256 0.917 0.922(0.55% ↑) 256 0.796 0.808(1.51% ↑)
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